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[l SDLC: Software Development Lifecycle



01. GitHub’s
architecture

(a quick overview)
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The high level map of GitHub

Block diagram of some of the the main services powering GitHub.
*This is not an accurate representation of the integrations and traffic flows.
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The high level map of GitHub

Block diagram of some of the the main services powering GitHub.
*This is not an accurate representation of the integrations and traffic flows.
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02. GitHub’s SDLC

(how we ship changes)
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GitHub’s SDLC
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start here

Pre-design
phase

The problem space is not stack
ranked. Priorities vary.

Stack ranked
customer feedback

Strategy

Scale

Bug discovery / reports

Product /
Engineering
Investment

Product vision

Tactical

WV

Inner Loop
(Unit / Integration testing)

Feature Flags <5

}

Continuous Deployment

l

Review lab




Design
phase

Choice of EDR vs ADR depends
on the scale of the problem

Product /
Engineering
Investment

l Review / Iteration ]

Inner Loop
.t / Integration testing)

ontinuous Deployment

H

L

Review lab

Engineering

Design

> Epics & Tasks

Feature Flags <5

Codespaces

Feature Rollout

Feature Dev

(GitHub Flow

Branching Strategy)




“Ag"e”

We don’t force a prescriptive
“‘agile” process. Teams choose
what’s best for them.
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Ephemeral dev
environments

e Always ready to ship.
e Everything goes behind
feature flags.

ports

Product /
Engineering
Investment

Inner Loop
(Unit / Integration testing)

Engineering
Design

Continuous Deployment

h 4

Review lab
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We can run GitHub and all related services end to end in 1 chunky Codespace

Our inner loop supports cold starts!

E) [CODESPACES: FLUFF...

Q_ results (Workspace) [Codespaces: fluffy engine] [,f'

Codespaces: .devcontainer/post-attach-command.sh - github /A —+ 8 a - Gy DX

d.uptime_seconds=12532 gh.gitrpcd.ernicorn_health=0.00 gh.gitrpcd.normalized_weekly_load=
QE+00 msg="updated health"

gitrpcd5 | Timestamp=2025-10-13T13:12:47.088491297Z SeverityText=INFO B
ody="updated health" deployment.environment=development gh.sdk.name=github-telemetry-go g
h.sdk.version=1.34.0 service.instance.id=d3mfkul65q7jbvu@dmv@® service.name=unknown_servic
e:gitrpcd telemetry.sdk.name=opentelemetry gh.spokes.fileserver=codespaces-004569 gh.gitr
pcd.disk_free_mib=140402 gh.gitrpcd.disk_total_mib=243825 gh.gitrpcd.load1=8.74 gh.gitrpc
d.uptime_seconds=12532 gh.gitrpcd.ernicorn_health=0.00 gh.gitrpcd.normalized_weekly_load=
QE+00 msg="updated health"

resqued | ETHON: performed EASY effective_url=http://localhost:8090/tw
irp/feature_management. feature_flags.data.v2.MonolithOptimizedChecks/GetFeatureFlags resp
onse_code=200 return_code=ok total_time=0.000541

resqued | ETHON: performed EASY effective_url=http://localhost:8090/tw
irp/feature_management. feature_flags.data.v2.MonolithOptimizedChecks/GetFeatureFlags resp
onse_code=200 return_code=ok total_time=0.000313

resqued | ETHON: performed EASY effective_url=http://localhost:8090/tw
irp/feature_management.feature_flags.data.v2.MonolithOptimizedChecks/GetFeatureFlags resp
onse_code=200 return_code=ok total_time=0.000272

resqued | ETHON: performed EASY effective_url=http://localhost:8090/tw

PROBLEMS  QUTPUT  --- 8 =

Filter (e.g. text, **/*ts, !**/node_modules/**)

No problems have been detected in the workspace.



Within the GitHub organization

Codespaces created per week

Sunday 36

Monday 537

Saturday 54

Sunday 10



Within the GitHub organization

Codespaces started per week

Sunday

Monday

Tuesday

Wednesday

Thursday

Friday

Saturday

Sunday

54

98

171

1560

1526

1749

1844

1938



Continuous Deployment

Feature Rollout

Continuous ! |

GHEC (Central US)

Deployment —

4 Met

Production (Canary)

Shipping hundreds of changes
per day via a multi-staged, 1 rac
multi-region pipeline. Production (global)

2 A Celebrate &
GHEC (US / EU / Australia)

_—




chore: requirement specific Splunk index for all workloads #405947
§9 Open - _
levenleven wants to merge 3 commits into master from specific-splunk

Append the change to the merge queue

z7 This branch has not been deployed

Press the big green
bUtton ° Changes approved

1 approving review by reviewers with write access.

v/ 1approval >

po 1 pending review >

( ) All checks have passed
30 skipped, 239 successful checks

No conflicts with base branch
Merging can be performed automatically.

Merge whenready ~ This repository uses the merge queue for all merges int

Q Add a comment

Write Preview




Disaster recovery?

Oh no! GitHub is
down...

Mirror deploys are tested every weekend, and
yes, we can still deploy even if Slack is down.

@ Messages £ Files [ Bookmarks 42 Pins (3 Untitled  +

S | Y EUEE 1035 AM Today v
mme gfg

Hubot APP 12:36 AM
o production is available now.

https:/github.com/github/github/queue provides a better web Ul for the que
Queue for github: empty

P e cm— ) 36 AM
mm lock github in production conducting mirror testing

Hubot APP 12:36 AM
e Okay, I've blocked github in production because conducting mirror testing
E = : -_ 12:45 AM
.deploy github/mirror-test-09be03d8-2e92-410f-b284-221001f7c875 to prod
e 4 replies Last reply today at 12:56 AM

Hubot APP 12:45 AM
P replied to a thread: .deploy github/mirror-test-09be03d8-2e92-410f-b284-221
U Deployment of github/mirror-test-09be03d8-2e92-410f-b284-221001f7
been queued to run in the background. You'll receive updates via slack notific
id: 35477860 sqgid: RCewEfuQ

View newer replies

Hubot APP 12:56 AM
B replied to a thread: .deploy github/mirror-test-09be03d8-2e92-410f-b284-221
production deployment of github/mirror-test-09be03d8-2e92-410f-b284-
221001f7c875 is done:

. All partitions succeeded. 16 partitions (678.26s)




Tuesday is a busy day for GitHub!

Deployments across all services

Sunday

Monday

Tuesday

Wednesday

Thursday

Friday

Saturday

Sunday

518

511

33

36

579

599

685



Deployment

Gradual |
rollouts |

n (Canary)
Feature flag driven rollouts, safe L
can be rolled back and e
observable.

n (global)

v

J / Australia)

v

Feature Rollout

d

Staff ship

!

Gradual rollout
(% based)

Observability

A 4
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Metrics monitoring
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Traces & logs review




System behaviour changes across our landscape

Feature flag state transitions

Sunday
Monday 524

Tuesday Shipped Partially shipped Disabled 576

600

Wednesday

627

| ‘ o

Thursday

Friday 397

Saturday

-
w

Sunday 0
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03. Where Al fits
into our SDLC
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Al adoption concentration

This should not be a surprise

Stack ranked

customer feedback
Strategy S Review / Iteration
start here
\Z : Product /
RN : Scale — . . Engineering % .
—> Engineering Desi 2| Epics & Tasks
esign
Investment
Bug discovery / reports |=——
Product vision
Tactical —_—
Inner Loop Fezfture: Dev
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Copilot Chat

How Hubbers use GitHub Copilot (Web Browser)
Distribution of o f

features usage by
SWE and EMs at
GitHub

Copilot Chat (Web browser)
® Code Completion
@ Agent Mode (IDE)
® Copilot Chat (IDE)
@ Inline Chat (IDE)
® Copilot Code Review
@ Coding Agent
@ Copilot CLI

@ Copilot Text Completion (PR
Summaries)

Code Completion

Agent Mode
(IDE)



04. How | get the most
out of Copilot




We’'re going to focus on

Al usage patterns in this area

I L
nner Loop «—— Feature Flags «» €

(Unit / Integration testing)

Codespaces

Feature Dev
{GitHub Flow
Branching Strategy)




Pattern #1

Codebase discovery

Breakdown complex codebases and rapidly
build up missing context

Jodespaces: fuzzy meme] E,f« v

D O O I

s_component.html.er

ounter 2 %>
/annotations") ¢
class="js-upde

nel(live_update.
26>II

lor-bg-default ¢

ons</h2>
mall"><%= subti:

s—workflow—-table
|annotation, il

col-1g-9 color:
d—flex">
_for(annotation
tation) %></div:
hidden'">
derline Link-—-sq
.present? %>
ion_name %><% ul

system_path? %>

ted">
otation—-message
ion) %>

Idle &> Live Share

PROBLEMS OUTPUT DEBUG CONSOLE CHAT

Generate a complete walkthrough for this component:

1. Show me code references for the models used to populate the data

2. Drill down through the models and show me the mysql tables that active
record is pointing to that are related to this component

3. Show me code references for all the middlewars that have an effect on this
component

Make sure to use Markdown for the output. Make sure you use valid file references
and lines of code. Be thorough.

<> annotations_component.html.erb

> Used 3 references

I'll analyze the annotations component and provide a complete walkthrough. Let me start by
examining the component file and then trace through the data models, database tables, and
middleware.

v Read annotations_component.html.erb

Now let me find the corresponding Ruby component class to understand the data models:
> Searched for files matching [*/annotations_component.rb, 2 matches
v Read @ annotations_component.rb , lines 1to 100

v Read @ annotations_component.rb , lines 100 to 123

Now let me search for the annotation model to understand the data structure:

> Searched codebase for "actions annotation model class ActiveRecord", 30 results ™
@J <> annotations_component.html.erb X

Add context (#), extensions (@), commands (/)

Ask v Claude Sonnet 4 v C; B v

M 0.48% 0.00 GHz -~ 12.42/125.79 GB @ Sarif {9 Pull Request #2379 -- VISUAL --





https://docs.google.com/file/d/1fWqHdlnYND97P0QF2k4Sf7wt-0lkZQfp/preview

Pattern #2
Copilot Instructions

Don't underestimate the added value of
the *.instructions.md files

actions-results > .github > = copilot-instructions.md > # Actions Results Service > ## Working Ef

29
28
27
26
25
24
23
22
21
20
19
18
17
16
15
14
13
12
11
10

45

= N W S U OO NN

| | jobs/ # Scheduled jobs

| | testutil/ # Testing untilies and fixtures direct
| }— billing/ # Integration with billing platform f
| }— repositories/ # Data access layer with repository
| L— receiver/ # Internet facing API handling servic
— proto/ # Protocol buffer definitions for nest
F—— scripts/ # Build and testing scripts

L— vendor/ # Vendored dependencies

ENRN

~

## Coding instructions

a

Read the "Makefile® in the root directory for a list of targets and
Use "make test-fast™ to run unit tests without database integratior
Use "make test-full® to run unit tests and integration tests for a
Use "make lint® to get linter hints. Fix linter errors when possib]
New open telemetry attributes must be added to ".otel-attributes’
Run “make mocks® if interfaces were modified and before running unit
Add the necessary package dependencies before running unit tests, e
Attempt to edit the files directly in vscode instead of relying on (
last restort or when it is more efficient

When implementing unit tests, adopt the same style of other tests i

write the new tests in that same style. If there are no tests in the

Never make changes in the directory "config/"

## git operations

I

Never stage or commit changes without prompting the user for appro\
Start commit messages with a verb ("Add’, ‘Update’, “Fix' etc.)

Do not use “feat:", “chore:’ or anything in that style for commit n
Add details of what was changed to the body of the commit message.

Never use: "git pull’ “git push® “git merge’ “git rebase’ ‘git rm1


http://copilot-instructions.md

Provide a complete description of the
folder structure

Teach Copilot how to use your tools and
run unit tests, linters, and generate mocks

Instruct Copilot which git operations to
use and how to structure your commit
messages

actions-results > .github > = copilot-instructions.md > # Actions Results Service > ## Working E

29 | |— jobs/ # Scheduled jobs
28 | |— testutil/ # Testing untilies and fixtures direc
27 | F—— billing/ # Integration with billing platform
26 | |— repositories/ # Data access layer with repository
25 | L— receiver/ # Internet facing API handling servi
24 |— proto/ # Protocol buffer definitions for nes
23 }—— scripts/ # Build and testing scripts
22 L— vendor/ # Vendored dependencies
21
20
19  ## Coding instructions
18
17 - Read the "Makefile® in the root directory for a list of targets and
16 - Use "make test-fast® to run unit tests without database integratio
15 - Use "make test-full® to run unit tests and integration tests for a
14 - Use “make lint® to get linter hints. Fix linter errors when possib
13 - New open telemetry attributes must be added to ".otel-attributes’
12 - Run “make mocks® if interfaces were modified and before running uni
11 - Add the necessary package dependencies before running unit tests,
10 - Attempt to edit the files directly in vscode instead of relying on
a last restort or when it is more efficient
9 - When implementing unit tests, adopt the same style of other tests
write the new tests in that same style. If there are no tests in the
8 - Never make changes in the directory "config/"
7
6  ## git operations
5
4 - Never stage or commit changes without prompting the user for appro
3 - Start commit messages with a verb (Add’, “Update', "Fix' etc.)
2 - Do not use “feat:", “chore:’ or anything in that style for commit
1 - Add details of what was changed to the body of the commit message.
45 - Never use: ‘git pull' “git push’ ‘git merge' ‘git rebase’ ‘git rm1




|k
o

5%

(&

9!

~ RESULTS (WORKSPACE) [CODESPACES: STURDY SPACE ...
v github

D O %

@

&C

Custom instructions in VS Code

Instructions can be language specific

EXPLORER

> .bundle
> .devcontainer
> .erb_linters

<

.github

> actions

> codeql

> commands

-~ > Q_ results (Workspace) [Codespaces: sturdy space potato]

v instructions

billing-platform-client.instructions.md

UL

rails.instructions.md

> ISSUE_TEMPLATE
> PULL_REQUEST_TEMPLATE
> workflows

.deployment-confidence
.mysql1-overload

dependabot.yml

! DEPLOY_INSTRUCTIONS.yml
!I' labeler-vi.yml

I' labeler-v2.yml

¥ pull_request_template.md

> .vscode

£ rails.instructions.md X O > [0

github > .github > instructions > = rails.instructions.md

O 00O NO UL & WN =

e T S S
s WN RS

16
17

18

19

Adam B, 4 weeks ago | 1 author (Adam B)

description: Ruby on Rails development specifics for the github/github repository
applyTo: "xk/*.rb"

**MANDATORY WORKFLOW - ALWAYS follow these steps IMMEDIATELY after making ANY code changes:¥

**STEP 1: Identify affected test fileskx
When changing source files, you MUST discover the names of test files that are affected by your changes.
For the main service test files are stored in test subdirectory of project root, and the test file should be found
in directory structure mirroring the source file path with a "_test® suffix.
For example for “app/controllers/orgs/security_center/overview_dashboard_controller.rb® the
test will be found in “test/integration/orgs/security_center/overview_dashboard_controller_test.rb’

For code stored in sub-services inside “packages’ subdirectory of project root, the test file will be found in the
corresponding

“test’ directory within the sub-service.

For example for ‘packages/security_overview_analytics/app/jobs/security_overview_analytics/initialization/business_job.
rb’

the test will be found in "packages/security_overview_analytics/test/jobs/security_overview_analytics/initialization/
business_job_test.rb’



Pattern #3

Sandboxing with
Codespaces

| have O worry of an agent running loose




Pattern #4

Copilot writes 90%
of my code

| shift my focus towards design and operations before combing through the output



Writing code !'= Software Engineering
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Software Engineering Innovations Over Time AI ass isted p rog ramming

Developed the first algorithm intended
to be processed by a machine, making
her the first computer programmer.

» The future is now

the Henry Draper Caalogue, which / the Al assisted programming paradigm shift

helped formalize astronomical data.

groundwork for modern flowcharts.

Advanced the analysis of power systems
and was the first woman to
professionally engineer electrical
systems.

The past: history
of software engineering Laid the foundations of computer

science with his concept of the universal
Turing machine.

Introduced process charts, which laid the

Developed the first high-level
programming language, Plankalkdl, for
engineering calculations




Pattern #5

1st pass is for VScode
Agent mode

Elaborate design documents are making a

comeback

Billing, custom storage capacity &r...

Status
Context
Glossary

Decision

Custom storage capacity & Billi...

Reporting usage to the billing ...

Budget controls

Lever 1. Spending limits

Lever 2. Maximum storage c...

Entitlements

Dynamics of spending limits...

Custom cache retention

Design constraints
Architecture (end to end)
Ul changes

Alternatives Considered

Using spending limits as the onl...

Alternative approach to storing ...

Fetch in Launch
Consequences

GHES

Unifying the GHES user exper...

Revisiting GHES limits
Proxima
Defaults
Rollout

Feature flags

Billing, custom storage capacity & retention policies
EDR for Actions Cache

Authors: Bassem Dghaidi Ryan Ghadimi
Last updated: Jul 22, 2025
Recording: ADR discussion

Related docs and ADRs:
- Cache service v2 EDR
B Configurable Cache Retention Policies
B Configurable Cache Size Limit
Billing reconciliation job ADR

8626 Publish Cache Usage From Results
8715. Results Cache Eviction

8822 Cache Management Transition from ArtifactCache to Results
Billing, custom storage capacity & retention policies for Actions Cache

Status
Approved

PR#NUMBER. Billing, custom storage capacity & retention policies for Actions Cache
Status
Context
Glossary
Decision
Custom storage capacity & Billing
Reporting usage to the billing platform
Budget controls
Lever 1. Spending limits
Lever 2. Maximum storage capacity
Entitlements
Dynamics of spending limits and maximum storage capacity
Custom cache retention
Design constraints
Architecture (end to end)
Ul changes
Alternatives Considered
Using spending limits as the only budget control lever
Alternative approach to storing policies
Fetch in Launch
Consequences
GHES
Unifying the GHES user experience

Revisiting GHES limits
Proxima

Defaults
Rollout
Feature flags
Maijor risks & breaking behaviours
Appendix A
Cache eviction simulations
Scenario 1: Gradually increasing the eviction buffer %




Implements from spec

A great first pass when
the constraints are
clear

Gabk ™V @M -

o | €3 %
 INSPECT

o  6bssofs peP

& You <, Explain

I(\dd ‘bl)lllng_ueondllation_iob‘ (handles Cache billing reconciliation events)
#2371

* Update actions-proto

* Lindate conilot acent instructions
© #2371 9 3 weeks ago

[c]

v 28 FILES CHANGED 1= -5 0

PROBLEMS

~ P emdfjobs/billing-reconciliation
© config.go
© main.go
v B config
> B3 kubernetes
v B kustomize
v B3 base
~ B3 jobs/billing-reconciliation
© jobyaml
€ kustomization.yam|
v B3 proxima
v B3 patches
@ patch_results_billing_reconciliation_job.yam|
€ kustomization.yam|
> B3 overlays/production
v B internal
v B billing
€ cache_usage.go
v P entity_metadata
~ B3 mocks
© client.go
€ client.go
v B features
€ flags.go
v B3 jobs

© billing_reconciliation_job_test.go
v B3 repositories
~ B3 mocks
€ policies_repository.go
€3 policies_repository.go
€3 policies_repository_sql.go
€ policies_repository_sql_test.go
€ otel-attributes
© Makefile
€ go.sum




No more fighting with your dev env

Copilot agent
diagnhoses & fixes dev
dependencies

There are other more important problems to
solve

O W

*

PROBLEMS  OUTPUT  DEBUG CONSOLE CHAT  PORTS @8 --- 1+ &) & = | g2

Run cat ~/.zshre yourself, and check why go version still returns the wrong version

Used 5 references

v/ Optimizing tool selection...

cat ~/.zshrc
v
Auto approved by rule (cat

Now let me check which Go version is being used:

.| which go && go version && echo "---" && echo $PATH | tr ':' '\n' | grep -E
v ‘goenv|go’

Auto approved by rules which, /.*/, echo, 'tr, grep

| can see the problem! The issue is that in your ¢ .zshrc , there's a hardcoded PATH assignment at
the bottom that includes B3 bin before the goenv shims get added. This line is overriding the goenv
configuration:

PATH=/home/linuxbrew/.linuxbrew/bin: /home/linuxbrew/. linuxbrew/sbin:...:/usr/local/go

The goenv initialization is happening after this PATH assignment, but the goenv shims directory (
B3 shims ) needs to come before B3 bin inthe PATH.

Let me check if goenv has Go 1.24 installed:

goenv versions && echo "-—-" && goenv install —--list | grep "1.24"
Auto approved by rules /.*/, echo, grep

Great! You have Go 1.24.9 installed via goenv and it's set as the global version, but the system Go
(1.25.2) is being used because E3 bin comes before B3 shims in your PATH.

The Fix

We need to modify that hardcoded PATH line in your ¢ .zshrc toremove B3 bin and B3 bin , since
goenv will manage Go for you. Let me read the file to find the exact line:

Let me run a command to edit the file directly:



Pattern #6

Great at writing unit
tests, terrible at fixing

existing tests

Especially in Go

(Workspace) [Codespaces: improved winner]

<O M
1JobSuite).TestRun

e

PROBLEMS  OUTPUT  DEBUG CONSOLE CHAT PORTS@® - + DO & .- | I3

The feature flag EnableCacheBillingReconciliationJob is no longer needed. The
feature has been shipped globally. Remove all calls to this feature flag check from
#file:billing_reconciliation_job.go then proceed to fixing all the tests in
#file:billing_reconciliation_job_test.go that are failing due to this code change.

co billing_reconciliation_job_test.go co billing_reconciliation_job.go

feature: features.EnableCac

feature: features.EnableCac

feature: features.EnableCac

Used 5 references

I'll help you remove the feature flag check and fix the failing tests. Let me start by examining
the current code and making the necessary changes.

-eo billing_reconciliation_job.go +0 -5
Now let me check if the featuresClient field is still needed in the struct:

Searched text for ‘featuresClient (**/billing_reconciliation_job.go), 4 results

The @ featuresClient is no longer used. Let me remove it from the struct and constructor:
0o billing_reconciliation_job.go +0 -1
-eo billing_reconciliation_job.go +1 -0

Working...

> 1file changed +0 -1 'Keep | Undo
oo billing_reconciliation_job_test.go
Add context (#), extensions (@), commands (/)

Agent Claude Sonnet 4.5 %‘ s ®

W27 & LiveShare W 2.07% @ 0.00GHz ---8.89/125.79GB @ Sarif -- NORMAL -- LF {}Go & 1.25.2¢ 2




Pattern #7/

Prompt with intent

Agents today are accelerators not
creators and most definitely not
software engineers

Specify the
function names
and reference
relevant files

More context
I= better
outcomes

Provide
reference
implementations

Breakdown the
implementation
in steps




Stop expecting magic
work "with" the model



Preemptively anticipate how the agent is going to solve the problem

Don’t waste cycles on bad approaches

—github/blob/main/STYLEGUIDE.md#indentation, h
ttps://edgeguides.rubyonrails.org/contributing
_to_ruby_on_rails.html#follow-the-coding-conve
ntions)

base_check_runs = base_check_runs.
sort_by(&:sort_order) if base_check_runs.prese
nt?

ANANNANNNNNNANNNNNNNNANNNNNNNNNNNNNNNN
ANANNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN

AAN

app/components/actions/workflow_runs/navigatio
n_component.rb:124:13: C: [Corrected] Layout/I
ndentationConsistency: Inconsistent indentatio
n detected. (https://github.com/github/rubocop
—github/blob/main/STYLEGUIDE.md#indentation, h
ttps://edgeguides.rubyonrails.org/contributing
_to_ruby_on_rails.html#follow-the-coding-conve
ntions)
base_check_runs.count

ANANNANNNNNNNNNNNNNNNNN

Now let me update the load_more_jobs view to render the component directly:

> load_more_jobs.html.erb +1 -3

Actually, let me delete this view file since we're already rendering the component directly in the controller:

v 2l cd /workspaces/github && rm app/views/actions/workflow_runs/load_more_jobs.html.erb

Let me also remove the partial we moved:

v ] cd /workspaces/github && rm app/views/actions/workflow_runs/_jobs_section.html.erb

Now let me run the tests again:

-} cd /workspaces/github && bin/rails test
test/comnonents/actions/workflow runs/naviaation comnonent test.rh::Actions::WorkflowRuns: :Nav



Pattern #8

Write different
implementations &
benchmark

No need to guess performance impact

s (Workspace) [Codespaces: savage cape] [

[ == PROBLEMS @ OUTPUT  DEBUG CONSOLE  CHAT  PORTS @8) CODE ANNOTATION - —+ ‘O &
che and ti | want to understand the overhead of caching in Redis for this implementation in

#file:policies_repository_redis.go .

Write benchmarks that will compare the performance of policy retrieval calls with and without caching in
Redis. The benchmarks should use active instances of Redis and MySQL not mocks so that the benchmarks
are as accurate as posible.

’ T Generate a plan for how you're going to implement this and let me verify / approve the plan before you
partitic

proceed.
that neec co policies_repository_redis.go  co policies_repository_redis_test.go
atabase ¢
able, ent: Used 5 references
v Optimizing tool selection...
I'll analyze the Redis caching implementation and create a plan for benchmarking the performance overhead.
Let me first examine the existing test structure and understand the dependencies:
v Read = policies_repository_redis_test.go , lines 1to 50
Searched codebase for "benchmark test redis mysql integration", 27 results
Now let me look for existing MySQL repository implementation and integration test patterns:
v Read = policies_repository_sqgl.go , lines 1to 50
Searched for files matching #%/testutil/*.go, 20 matches
v Read = mysqgl.go
v Read = redis_cluster.go , lines 1to 100
Now let me check the existing repository interface to understand all the methods:
v Read = policies_repository.go
entries",

Perfect! Now | have all the context | need. Let me create a comprehensive plan for the benchmarking implementation.

Benchmark Implementation Plan for Redis Caching Overhead

@ oo policies_repository_redis.go +
Add context (#), extensions (@), commands (/)

Agent -~ Claude Sonnet 4.5 - %’

v
\

Sorbet: Idle 4> Live Share - 4.22% @ 0.00 GHz - 14.58/125.79 GB ) Sarif -- NORMAL --





https://docs.google.com/file/d/1MVaQiT1nTIP0fHKLovWZnkTusqTjjx-V/preview

Pattern #9

Leverage the timeline
then git

Not as an alternative but as an additional tool

o000 e >

[Ep EXPLORER

-~ RESULTS (WORKSPACE) [CODESPACES: SAVAGE CAPE]
O\ v actions-results 1

co policies_repositc %} [ -
ries > -eo policies_repository_r... > ..
run package tests | run file
jackage repositori

v internal / repositories 1
g_& co cache_metadata_repository_find_cache_s... 2 import (
co cache_metadata_repository_find_cache_s... 3 "context"
Et co cache_metadata_repository_sql_test.go 4 S EmE
< o cache_metadata_repository_sql.go 5 "math/rand"
- = " 3 n
[> v TIMELINE policies_repository_redis... £ ) Y *** 6 testing
& : 7 "time"
O Organize Imports 11 mins 8
O Chat Edit: 'Implement the plan above' 9 o Lhibscon/g]
: ithub.co i
O Organize Imports 10 "m
O Chat Edit: 'Impl t the plan above' s
Chat Edit: 'Implement the plan above 11 ugithub,con/g]
@ O Chat Edit: 'Implement the plan above' 15 mins 12 ,,m
) ) g a
O Chat Edit: 'Implement the plan above' 16 mins E "github.com/gi
[;2 O Chat Edit: 'Implement the plan above' 17 mins 14 goredis "githu
15 "github.com/st ®
16 "github.com/te

[
~

®» @

oY
(o]

// benchmarkFixtur
type benchmarkFixt

)
NN
= o

CEX
22 mysqlDB
Z& 23 mysqlRepo
24 redisClusterDB
25 redisClient
26 cachedRepo
@ 27 mysqlContainer
28 redisContainer
29 seededEntities
30 13
31
32 // setupBenchmarkF
33 func setupBenchmar
34 if testing.Sho
® 35 b.Skip(arg
36 }
'{E’:} > GO 37
> PACKAGE OUTLINE 38 ctx := context

Q, results (Workspace) [Codespaces: sa\

[*% zsh - actions-results + ~ &

op 3304 B/op
38 allocs/op
BenchmarkGetCacheStoragePol
s_SingleEntity/CacheMiss—32

564 225701
op 7856 B/op
87 allocs/op
BenchmarkUpsertCacheStorage
cy/NoCache-32

318 38147¢
op 11945 B/op
117 allocs/op
BenchmarkUpsertCacheStorage
cy/WithCache-32

219 494768

op 14526 B/op

143 allocs/op

PASS

ok github.com/github/a

ns-results/internal/reposit
s 109.134s
» cd /workspaces/actions/ac
s—-results && timeout 180 go
t -bench="BenchmarkGetCache
agePolicies_Bulk/.* 1@QEntit
" —benchmem -benchtime=100n
internal/repositories/ 2>&1
rep -E "~(Benchmark|PASS | FA
| head -10
BenchmarkGetCacheStoragePol
s_Bulk/NoCache_10Entities—3
435 281090
op 13907 B/op
160 allocs/op
BenchmarkGetCacheStoragePol
s_Bulk/AllCacheHits_1@0Entit
32 195 610238
op 42373 B/op
491 allocs/op
BenchmarkGetCacheStoragePol
s_Bulk/AllCacheMisses_10Ent
s-32 165 675092
op 42266 B/op
491 allocs/op
BenchmarkGetCacheStoragePol
s_Bulk/PartialCacheHits_10E

ies-32 188
601835 ns/op

176 B/op 491 allocs/

PASS

/workspaces/a/actions~-resul

ain 73 ) [J im

> Codespaces: savage cape [ actions-results §* main* <& 3¢ Z«” Launchpad ® 0 A 3 26 Sorbet:Ildle 4 Live Share - 0.



Js.json 3

ses: savage cape] Workspace Folder =

Chat > Tools > Terminal: Auto Approve

A list of commands or regular expressions that control whether the run in terminal tool commands
approval. These will be matched against the start of a command. A regular expression can be prov
Pattern #1 9 string in / characters followed by optional flags such as i for case-insensitivity.

Set to true to automatically approve commands, false to always require explicit approval or nul

Note that these commands and regular expressions are evaluated for every sub-command within 1

U n I e q S h t h e q g e n t so foo && bar for example will need both foo and bar to match a true entry and must not mat
order to auto approve. Inline commands such as $(foe) (command sustitution) or <(feo) (proce

k YO LO d currently blocked by default via broad rules that detect these patterns.
q q I I l o e An object can be used to match against the full command line instead of matching sub-commands
for example { approve: false, matchCommandLine: true }.In order to be auto approved both th
command line must not be explicitly denied, then either all sub-commands or command line need:

Examples:
) . . Value Description
BeSt Wlth COdeSpOCGS |SO|C|1.-|OH "mkdir": true Allow all commands starting with mkdir
“npm run build": true Allow all commands starting with npm run bu

Allow all commands that match the path bin/

"bin/test.sh": true z 2
(bin\test.sh, ./bin/test.sh, etc.)

"/Agit (status|show\\b.*)$/": true Allow git status and all commands starting
"/AGet-ChildItem\\b/i": true will allow Get-ChildItem commands regardle
"/.k/": true Allow all commands (denied commands still re
"rm": false Require explicit approval for all commands stz
"/\\.ps1/i": { approve: false, Require explicit approval for any command lin
matchCommandLine: true } ".psi" regardless of casing

"rm": null Unset the default false value for rm

Edit in settings.json



Don’t fight the tools, use
them as leverage...
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